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1.​Contexte du projet 

1.1. Présentation de l’entreprise fictive 

VIAFORT est une entreprise fictive composée de trois services principaux : 
informatique (IT), comptabilité et logistique. Le PDG, Monsieur La Manche, a 
souhaité moderniser le système d’information afin d’améliorer les conditions de 
travail des salariés et de rendre l’organisation plus efficace. 

Dans le cadre de ce projet, je suis chargé de mettre en place une infrastructure 
adaptée à ces besoins. Les objectifs sont les suivants : 

●​ Faciliter l’accès aux ressources de travail grâce à un système de 
répartiteur de charges sur nos deux serveurs FTP, permettant une 
utilisation fluide et stable de ces services. 

●​ Assurer une assistance technique efficace en intégrant Active Directory 
(AD) et GLPI (Gestion Libre de Parc Informatique), afin de gérer les 
demandes spécifiques des utilisateurs (résoudre rapidement les incidents et 
les problèmes, etc…) 

●​ Automatiser le déploiement des postes de travail pour les nouveaux 
salariés, en utilisant WDS, MDT et DHCP, garantissant une installation rapide 
et une configuration adaptée à l’utilisateur. 

L’objectif final est de fournir un environnement de travail fiable et performant aux 
salariés de VIAFORT. 

1.2. Justification de la réalisation du projet 

J’ai fait ce projet dans le but de consolider et de développer mes compétences en 
réseaux et systèmes, acquises lors de mon BTS SIO option SISR. Il m’a permis de 
rester en pratique sur ces technologies tout en approfondissant mes connaissances 
afin de progresser dans ce domaine. 

Mon objectif professionnel est de devenir administrateur réseaux et systèmes, et 
cette expérience constitue une étape importante dans cette orientation. 

Enfin, ce travail m’a apporté des bénéfices concrets sur plusieurs aspects : 

●​ Organisation : meilleure gestion des tâches et des priorités. 
●​ Réflexion informatique : capacité renforcée à raisonner sur des architectures 

et solutions techniques. 
●​ Autonomie et professionnalisation : adaptation aux besoins d’une 

entreprise fictive et rédaction de documentation technique. 
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2.​ Organisation de l’infrastructure réseau 

2.1. Schéma réseau 

 

 

2.2. Plan d’adressage des machines (ordinateurs, serveurs, routeurs) 

 
Service de répartiteur de charges avec serveurs FTP : 

-​ FTP1-VIAFORT : 192.168.30.1/24 
-​ FTP2-VIAFORT : 192.168.30.2/24 
-​ Load-Balancing-VIAFORT : 192.168.30.254/24 (ens33), 192.168.31.1/24 (ens37), 

192.168.31.10/24 (ens37:10 => carte virtuelle) 
 
Service de masterisation (déploiement d’images) : 

-​ WDS-VIAFORT : 192.168.20.1/24 
 
Services de gestion de parc informatique : 

-​ AD-VIAFORT : 192.168.10.1/24 
-​ GLPI-VIAFORT : 192.168.10.2/24 
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R1 : 
-​ 192.168.31.254/24 (ens33) 
-​ 192.168.40.1/24 (ens38) 

 
R2 : 

-​ 192.168.20.254/24 (ens33) 
-​ 192.168.50.1/24 (ens37) 
-​ 192.168.40.254/24 (ens38) 

 
R3 :  

-​ 192.168.50.254/24 (ens33) 
-​ 192.168.10.254/24 (ens37) 
-​ 192.168.60.1/24 (ens38) 

 
R4 : 

-​ 192.168.60.254/24 (ens33) 
-​ 192.168.100.254/24 (ens37) 

 
Réseau_4 :  

-​ 192.168.100.1/24 (ens33) 
-​ 192.168.70.254/24 (ens37) 
-​ 192.168.80.254/24 (ens38) 
-​ 192.168.90.254/24 (ens39) 

 
Service Informatique : 

-​ Étendue DHCP : 192.168.70.10/24 à 192.168.70.20/24 
 
Service Comptabilité : 

-​ Étendue DHCP : 192.168.80.10/24 à 192.168.80.20/24 
 
Service Logistique : 

-​ Étendue DHCP : 192.168.90.10/24 à 192.168.90.20/24 
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3.​Tables de routage 
 
Load-Balancing-VIAFORT 
 

Adresse Réseau Masque Interface Passerelle 

0.0.0.0 /0 192.168.31.1 192.168.31.254 

 
R1 
 

Adresse Réseau Masque Interface Passerelle 

0.0.0.0 /0 192.168.40.1 192.168.40.254 

192.168.30.0 /24 192.168.31.254 192.168.31.1 

 
R2 
 

Adresse Réseau Masque Interface Passerelle 

0.0.0.0 /0 192.168.50.1 192.168.50.254 

192.168.30.0 /24 192.168.40.254 192.168.40.1 

192.168.31.0 /24 192.168.40.254 192.168.40.1 

 
R3 
 

Adresse Réseau Masque Interface Passerelle 

0.0.0.0 /0 192.168.60.1 192.168.60.254 

192.168.30.0 /24 192.168.50.254 192.168.50.1 

192.168.31.0 /24 192.168.50.254 192.168.50.1 

192.168.40.0 /24 192.168.50.254 192.168.50.1 

192.168.20.0 /24 192.168.50.254 192.168.50.1 
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R4 
 

Adresse Réseau Masque Interface Passerelle 

0.0.0.0 /0 192.168.100.254 192.168.100.1 

192.168.10.0 /24 192.168.60.254 192.168.60.1 

192.168.50.0 /24 192.168.60.254 192.168.60.1 

192.168.20.0 /24 192.168.60.254 192.168.60.1 

192.168.40.0 /24 192.168.60.254 192.168.60.1 

192.168.31.0 /24 192.168.60.254 192.168.60.1 

192.168.30.0 /24 192.168.60.254 192.168.60.1 

  
Réseau_4 
 

Adresse Réseau Masque Interface Passerelle 

0.0.0.0 /0 192.168.100.1 192.168.100.254 
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4.​Service de répartiteur de charges sur serveurs FTP 

4.1. Configuration des serveurs FTP 

 

 
​

 
 

 
 

 
 

 
 

 
 

 
 
J’ai mis en place le service proftpd sur ces deux serveurs, car c’est le plus simple 
pour mettre en place des utilisateurs virtuels de mon point de vue. 
De plus, j’ai mis la configuration IP des deux serveurs FTP afin qu’on puisse s’y 
retrouver sur le schéma réseau de VIAFORT.  
Enfin, j’ai créé les répertoires liés aux services de VIAFORT (comptabilité, 
informatique, logistique) en mettant en place des fichiers texte. 
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J’ai renommé les serveurs afin de distinguer le primaire du secondaire et j’ai ajouté 
des messages de connexion pour informer les utilisateurs sur le serveur auquel ils se 
connectent. 
 

 
 
Voici la configuration de base d’un serveur ProFTPD : DefaultRoot isole chaque 
utilisateur dans son répertoire, le service écoute sur le port FTP standard (21) et des 
ports passifs sont définis pour permettre l’ouverture du canal de données, 
notamment lorsque le client est derrière un pare‑feu. 
 

 
 

 
 
Pour gérer des utilisateurs virtuels avec ProFTPD, on utilise un fichier dédié 
(/etc/ftpd.passwd) où on stocke leurs informations (nom d’utilisateur, mot de passe, 
répertoire racine, etc…). 
Le shell /bin/false leur est attribué afin d’empêcher toute exécution de commandes, 
ce qui renforce la sécurité et évite toute action non souhaitée en dehors du service 
FTP. 
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4.2. Mise en place du répartiteur de charges 

 

 
 

 
 
Pour le système de répartition de charges, j’ai mis en place le service IPVS puisqu’il 
est simple à configurer et à comprendre.  
Ce serveur utilise une adresse IP virtuelle à laquelle les utilisateurs se connectent, et 
elle va permettre de rediriger les utilisateurs sur l’un des deux serveurs FTP. 
 

 
 

 
 
Ici, on configure le service et on met en place le routage virtuel permettant aux 
utilisateurs d’accéder au service de répartition de charge vers les serveurs FTP.  
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Ici, on met en place la liaison entre le serveur IPVS et les deux serveurs FTP ce qui 
va permettre d’établir la répartition de charges sur les serveurs FTP avec l’ajout du 
service et la déclaration de ses serveurs cibles. 

4.3. Tests de fonctionnement du répartiteur de charges 

 

 
 

 
 
On teste le fonctionnement du serveur sur un poste salarié (PC1-Info-VT). 
L’utilisateur Maxime Le Bras est correctement redirigé vers le serveur FTP principal 
et accède à ses ressources.  
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Ensuite, j’ai testé le service depuis un autre poste salarié (PC1‑Compta‑VT). 
L’utilisatrice Louise Galezo est redirigée vers le serveur FTP secondaire et accède 
correctement à ses ressources. 
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Enfin, l’utilisateur Bertrand Fort est redirigé vers le serveur FTP secondaire et 
accède correctement à ses ressources, donc on peut dire que le service de 
répartition de charges est fonctionnel.  
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5.​Services de gestion de parc informatique 

5.1. Active Directory 
 

 
 
Voici l’arborescence de l’annuaire LDAP (Active Directory) de VIAFORT.  
Le domaine racine est viafort.local.  
Les utilisateurs de l’entreprise sont regroupés dans l’unité d’organisation 
Utilisateurs_Viafort, puis classés dans des sous‑unités correspondant à leur service 
(Comptabilité, Informatique et Logistique).  
Les groupes de sécurité (groupes d’utilisateurs) se trouvent dans 
Groupes_utilisateurs_Viafort.  
Les ordinateurs déployés via le serveur WDS/MDT sont rassemblés dans 
Ordinateurs_Deploiement_MDT. 
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Les utilisateurs sont : 
-​ Bertrand Fort (Logistique) 
-​ Louise Galezo (Comptabilité) 
-​ Maxime Le Bras (Informatique) 

 
 

 
 

Les groupes de sécurité sont : 
-​ Salariés (tous les salariés de VIAFORT) 
-​ Logistique (salariés du service logistique) 
-​ Comptabilité (salariés du service comptabilité) 
-​ Informatique (salariés du service IT)  

 
Ils vont être utilisés pour la mise en place de dossiers partagés et de stratégies de 
groupe. 

 

 
 

 
 

Ce sont les ordinateurs et serveurs qui font partie du domaine viafort.local. 
Ils se trouvent dans Computers ou Ordinateurs_Deploiement_MDT. 
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Voici la structure des stratégies de groupe (autrement dit GPOs) de l’annuaire LDAP 
de VIAFORT. 
 
Les stratégies de groupe sont : 

-​ GPO Agent GLPI => Déploiement de l’agent GLPI Inventory sur les 
ordinateurs salariés et remontée automatique des informations sur le serveur 
GLPI 

-​ GPO Install App Desktop => Installation d’applications 
-​ GPO Fond d’écran => Instauration d’un fond d’écran de session générique à 

tous les salariés 
-​ GPO Lecteur Réseau <nom_service> => Mise en place d’un lecteur réseau par 

service 
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GPO Fond d’écran : 
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GPO Lecteur réseau : 
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GPO Install App Desktop :  
 

 
 

 
 

 

 
 

Ce script Batch permet d’installer tous les logiciels issus du dossier partagé 
“$Logiciels_base_Viafort” sur les ordinateurs des salariés de VIAFORT. 
 
Les logiciels sont : 

-​ Filezilla => client FTP 
-​ 7zip => gestion d’archives en format zip 
-​ Notepad++ => éditeur de texte ou de code 
-​ WinMerge => outil de comparaison de fichiers 
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GPO Agent GLPI : 

 
 

 

 
 

Ce script Batch déploie l’agent GLPI Inventory sur l’ensemble des ordinateurs du 
domaine viafort.local et il assure la remontée automatique des informations de 
chaque machine où il est installé. 
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5.2. GLPI 
 

 
 

J’ai installé la version 10.0.17 de GLPI après avoir découvert l’outil dans une version 
plus ancienne intégrant le plugin FusionInventory.  
De plus, j’ai souhaité passer à une version plus récente afin de bénéficier de 
fonctionnalités plus modernes et plus performantes. 

 

 
 

Les plugins installés sur mon serveur GLPI, sont :  
-​ GLPI Inventory : inventaire du matériel informatique et déploiement de 

logiciels 
-​ IP Addressing : gestion du plan d’adressage du parc informatique  
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Configuration du profil Utilisateurs VIAFORT :  
 

 
 

 
 

Ce profil est attribué à l’ensemble des salariés afin de leur permettre de créer des 
tickets d’assistance en cas d’incidents ou de problèmes.  
Ces utilisateurs disposent d’une interface claire et intuitive, conçue pour simplifier la 
saisie et le suivi de leurs requêtes. 
Cela facilitera le traitement des demandes de support par les techniciens 
informatiques.  
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Configuration du profil Service IT VIAFORT :  
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Ce profil est attribué à l’ensemble de l’équipe informatique.  
Il leur permet d’assurer la gestion globale du parc informatique, de déployer des 
applications et de traiter les tickets de support soumis par les salariés, en utilisant 
les plugins GLPI Inventory et IP Addressing.  
L’équipe technique dispose d’une interface standard conçue pour les spécialistes du 
domaine, offrant des fonctionnalités avancées afin de garantir la performance et la 
pérennité du système d’information. 

5.3. Synchronisation des services Active Directory et GLPI 
 

 
 

 
 
Ceci correspond à la configuration de l’annuaire LDAP, nécessaire pour assurer la 
synchronisation entre GLPI et Active Directory.  
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Grâce à cette synchronisation, il est possible d’importer les utilisateurs en grande 
quantité ainsi que les groupes de sécurité présents dans l’annuaire LDAP. 
Dans ce cas précis, la synchronisation correspond à l’importation de l’ensemble des 
utilisateurs LDAP dans GLPI. 
 

 
 
Par exemple, on peut mettre en place des instructions automatiques lors de la 
suppression d’un compte utilisateur depuis Active Directory. 
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Ceci correspond à l’affectation des utilisateurs aux profils.  
Elle a été effectuée en fonction du poste du salarié dans l’entreprise. 
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J’ai testé la connexion du compte GLPI de Bertrand Fort sur sa session Windows et 
elle est fonctionnelle.  
De plus, on constate qu’il est bien affecté au profil Utilisateurs VIAFORT. Ensuite, il 
peut formuler des tickets d’assistance si c’est nécessaire. 
Enfin, il a formulé un ticket puisqu’il a besoin du logiciel 7zip pour effectuer la 
décompression de ses archives en format zip. 
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Ce ticket a été attribué au technicien Maxime Le Bras. 
La priorité a été définie comme moyenne, car la demande n’est pas urgente pour la 
réalisation des tâches liées à son travail, mais reste nécessaire lorsqu’il doit traiter 
des fichiers compressés. 
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Ceci représente la formulation du ticket par Bertrand Fort ainsi que la totalité de la 
conversation entre le technicien Maxime Le Bras et ce salarié concernant 
l’installation du logiciel de décompression d’archives. 
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On constate que toutes les stratégies de groupe ont bien été appliquées (fond 
d’écran appliqué, applications installées via Batch, agent GLPI bien installé et 
remontée automatique du PC sur le GLPI, lecteur réseau présent). 
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Voici une vue d’ensemble du parc informatique de l’entreprise VIAFORT, incluant 
l’ensemble des machines (postes de travail et serveurs) ainsi que les logiciels 
installés sur chacune d’elles. 
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6.​Services de masterisation 

6.1. DHCP 

 

 
 

 
 

 
 

Pour commencer, j’ai créé des étendues DHCP correspondant aux différents services 
de VIAFORT (comptabilité, informatique et logistique). 
Ensuite, j’ai configuré les stratégies nécessaires pour le démarrage PXE, aussi bien 
en BIOS qu’en UEFI.  
Enfin, la vérification des options de chaque étendue confirme que l’ensemble des 
configurations a été correctement appliqué.  
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6.2. WDS/MDT avec test de fonctionnement 

 

 
 

Pour permettre l’utilisation du complément MDT lors des déploiements via WDS, il 
est nécessaire d’ajouter l’image de démarrage générée par MDT (Lite Touch 
Windows PE) dans le service WDS. 
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J’ai configuré le complément MDT avec une séquence de tâches permettant le 
déploiement de la version professionnelle de Windows 11, incluant l’installation 
silencieuse du logiciel CCleaner (ccsetup_offline_setup.exe /S).  
À l’issue du déploiement, le poste est intégré automatiquement au domaine Active 
Directory. 
 

 
 
J’ai lancé un démarrage PXE sur une machine destinée au pôle logistique, et celui-ci 
s’est avéré fonctionnel.  
En effet, la machine a bien reçu une configuration IP correspondant à l’étendue 
DHCP LAN_Logistique. 
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J’ai bien pu accéder à la séquence de tâches précédemment configurée via le 
DeploymentShare. 
Par ailleurs, j’ai modifié le fichier bootstrap.ini afin d’éviter la saisie manuelle des 
informations nécessaires à l’intégration du poste dans le domaine Active Directory. 
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40 



 

 
 

Le déploiement s’est déroulé de manière optimale puisque l’ensemble de la 
séquence de tâches est pleinement fonctionnel.  
Par ailleurs, l’ordinateur est correctement intégré à Active Directory ainsi que dans 
GLPI (PC1‑Logis‑VT).  
En outre, l’insertion automatique au domaine permet l’application de toutes les 
stratégies de groupe. 
Pour conclure, l’ensemble du système de déploiement est entièrement opérationnel. 
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8.​Conclusion 
 
Ce projet personnel m’a permis de renforcer mes compétences en systèmes et 
réseaux tout en découvrant de nouvelles notions techniques. 
Je suis satisfait de mon travail et de mon investissement, car j’ai atteint l’ensemble 
de mes objectifs : mise en place d’un répartiteur de charges sur deux serveurs FTP, 
synchronisation entre Active Directory et GLPI, déploiement optimisé via WDS/MDT 
et configuration d’un service DHCP fiable et performant. 
En revanche, j’ai rencontré certaines difficultés, notamment sur la partie WDS/MDT, 
qui a nécessité de nombreuses phases de débogage.  
Ces obstacles m’ont permis de progresser et de mieux comprendre les mécanismes 
de WDS et de son complément MDT. 
Enfin, j’aimerais poursuivre mon apprentissage en me formant à la configuration 
d’un service de supervision ou d’un pare-feu puisque ce sont des compétences 
essentielles pour un futur administrateur systèmes et réseaux. 
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